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Conversational agents are increasingly becoming integrated into everyday technologies and can collect large
amounts of data about users. As these agents mimic interpersonal interactions, we draw on communication
privacymanagement theory to explore people’s privacy expectations with conversational agents.We conducted
a 3x3 factorial experiment in which we manipulated agents’ social interactivity and data sharing practices
to understand how these factors influence people’s judgments about potential privacy violations and their
evaluations of agents. Participants perceived agents that shared response data with advertisers more negatively
compared to agents that shared such data with only their companies; perceptions of privacy violations did
not differ between agents that shared data with their companies and agents that did not share information at
all. Participants also perceived the socially interactive agent’s sharing practices less negatively than those of
the other agents, highlighting a potential privacy vulnerability that users are exposed to in interactions with
socially interactive conversational agents.
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1 INTRODUCTION
In 2017, people were shocked to discover that their children’s interactions with Cayla, a social,
interactive doll, were being recorded and uploaded to the cloud and were easily accessible to hackers
[10]. Similarly, privacy concerns around social conversational agents (e.g., the Amazon Echo) storing
and sharing information unbeknown to users have been covered extensively in the news [53]. As
new technologies become increasingly integrated into daily life, the amount of data they collect
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from users is likely to increase, particularly because people may be more willing to self-disclose
personal information to virtual agents than to human interaction partners [28]. While people desire
transparency and control over their data during interactions with agents [19], in reality, there is
a general lack of public knowledge and awareness around how such agents and robots work, as
well as how they collect, store, and share information [29]. The surprise people express when these
devices’ data sharing practices come to light also suggests that users have limited understanding of
how such new technologies manage their data. Moreover, as these technologies are designed to be
more social, their anthropomorphic traits may persuade people to reveal more about themselves
[7], potentially compromising their privacy.
Prior work has found that people’s disclosures with agents can closely mirror their disclosures

with human partners [25, 28]. People also derive similar positive benefits from emotionally disclosing
to agents as they do from interacting with other humans [11]. The fact that agents can elicit sensitive
or personal information from users has clear implications for users’ privacy. However, it remains
unclear how people navigate privacy issues with agents, and how agents’ characteristics and
behaviors influence people’s privacy expectations during interactions with agents.
To shed light on people’s privacy expectations in interactions with conversational agents, we

draw on communication privacy management (CPM) theory [36]. According to CPM theory,
people have clear expectations about privacy boundaries and rules for third-party disclosures when
interacting with other people [36]. In this study, we extend CPM theory to human-agent interactions
to understand people’s expectations and mental models around agents’ data sharing practices,
including what they might construe as privacy violations committed by agents. Additionally, we
explore the role of agents’ level of social interactivity as a potential moderator on how people
view agents’ data-sharing practices and potential privacy violations. The experimental study
engaged participants in interactions with conversational agents that varied 1) in their level of social
interactivity and 2) data sharing practices. The results shed light on the privacy expectations that
people have for interactions with social agents, which data sharing practices are deemed acceptable
and which ones are considered a violation of privacy, and the role of agents’ social interactivity in
these perceptions.

2 RELATEDWORK
2.1 Extending CPM Theory to Human-Agent Interactions
There is evidence to suggest that interpersonal communication theories may apply to some human-
agent interaction contexts. According to the Computers as Social Actors (CASA) paradigm, people
often respond to technologies using the same scripts and social rules that they draw upon during
interactions with human partners [32, 33]. These responses are triggered when technologies possess
social cues or human-like characteristics, even if only minimally [34]. Such responses are likely to
extend to the domain of privacy: for example, the conditions determining people’s trust in computers
and computer agents are similar to trust-building in interpersonal communication [20]. Given
that people often treat human-agent interactions much as they would human-human interactions,
interpersonal theories may provide a useful lens for understanding how people would react to
privacy issues during social interactions with agents, particularly when they exhibit human-like
characteristics.

Petronio’s [36] CPM theory details how people manage their privacy in interpersonal settings and
has extensive empirical support in the context of technologically-mediated communication [6, 49].
The theory contends that individuals view themselves as owners of their private information,
which they control based on an elaborate and personal set of privacy rules. When they share
private information with interaction partners, these partners become co-owners of the information,

Proceedings of the ACM on Human-Computer Interaction, Vol. 4, No. GROUP, Article 8. Publication date: January 2020.



“I just shared your responses”: Extending Communication Privacy Management Theory to
Interactions with Conversational Agents 8:3

and must follow mutually agreed upon or assumed privacy rules to control access to the shared
information. When these rules are breached – for example, if a co-owner of shared information
tells an unauthorized third party – the original owner of the information will view this as a privacy
violation.

Prior work suggests that agents can be designed to use conversational strategies, such as self-
disclosure, to produce interpersonal effects when talking with people, such as increased trust in the
interaction partner [35]. In fact, people who believe they are being interviewed by a virtual agent
may actually be more willing to self-disclose, and they report a lower fear of self-disclosure and a
lower need for impression management, as compared to a human interviewer [28]. However, while
people increasingly have interactions with conversational agents that mimic those with human
interaction partners, it is not currently known how people apply privacy rules and expectations to
agents, and how they perceive potential privacy violations committed by agents. For example, it is
unclear whether agents are regarded as co-owners of information. People may not consider the act
of sharing information with a machine as creating co-ownership, and may still consider it to be
private and known only to themselves. In contrast, if people do have similar privacy expectations for
agents as with human interaction partners, CPM theory may help understand how privacy-related
scenarios in human-agent interactions play out.

2.2 Navigating Privacy in Human-Agent Interactions
Several factors influence how people perceive privacy issues with a wide range of social or personi-
fied technologies, including conversational agents and robots. Regarding sharing information with
machines, research suggests that people make a trade-off between privacy and utility when decid-
ing what to share with robots, and people are generally uncomfortable with robots storing their
personality and psychological characteristics [43]. However, despite such concerns about agents
storing their data, people appear to respond to personified agents as they would to humans [44].
For example, personified agents can evoke similar self-presentation concerns as human partners,
and consequently, people are more likely to provide embarrassing disclosures to non-personified
agents and systems, such as surveys, compared to personified virtual agents [25].
With data collection in human-agent interactions on the rise, there is a need to understand

people’s reasoning, expectations, and behaviors with different types of agents and robots [4].
People find it hard to assess the privacy implications of sharing data with computers in general;
these interactions can generate an "illusion of privacy, the impression that responses ‘disappear’
into the computer" [50]. Symptomatic of this knowledge gap is that people may be susceptible
to unforeseen sharing of data beyond the user-agent dyad. Even when this data sharing occurs,
people’s perceptions of what actually constitutes a privacy violation by an agent may be influenced
by the degree to which they think it is culpable for breaching their privacy boundaries. People tend
to trust robots less than humans [23]; however, they often do not see robots as intentional [24],
and consequently, only hold them partially accountable when they cause harm [17].

While the above work has examined people’s privacy perceptions and disclosures during inter-
actions with agents and robots, it is unclear how people respond when such agents share their data
with others, a common but understudied phenomenon. In the current technological environment,
it is common practice for data shared with an agent to be transferred beyond the agent (e.g., with
the agent’s proprietary organization or even third parties such as advertisers), but it is unknown
whether and in what circumstances people perceive such sharing as acceptable versus a privacy
violation. Although data sharing rules are made explicit in privacy policies and "terms of use"
statements, few users thoroughly read or understand these service agreements [30]. Moreover,
since technologies often have insufficient cues to indicate when they are transmitting data, users
may often be unaware of all the recipients of their data [4].
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Drawing on CPM theory, we argue that during human-agent interactions, people enter into a re-
lationship of information co-ownership between themselves and the agent. Within this relationship,
people likely hold a set of implicit rules and expectations about how the agent will manage their
disclosures and information. CPM theory suggests that perceived privacy violations are contingent
on data being shared by an interaction partner with a third party. In the context of conversational
agents, it is unclear what constitutes a ’third party’ that violates people’s implicitly held privacy
rules and expectations.

As Syrdal et al. point out [43], robots are poised to share a lot of data about their users with third
parties; such sharing could be intentional (e.g., shopping for groceries or sending data to a health
provider) or unintentional (e.g., through a fault in programming or hacking). For the purposes of
this study, we examine two common third parties that often gain access to agents’ data: the agents’
proprietary companies, and third party affiliates such as advertisers. Since conversational agents
often hold roles such as customer service representatives for larger companies, people associate
agents with their proprietary companies. Consequently, they may expect an agent to share their
data with its proprietary company and not view such sharing to be a violation of the implicit
co-ownership relationship with their agent interaction partner.
In contrast, given that people tend to not know when their data is being shared by agents and

have a generally limited understanding of how such devices manage their data [4], they may not
expect the agent to share their information with entities extending beyond a proprietary company
(e.g., with advertisers). Consequently, this type of information sharing is more likely to be perceived
as a violation of co-ownership and thus of privacy. Therefore, we propose that when people interact
with an agent, their perceptions of privacy violations and their consequent evaluations of the agent
will be contingent upon the entity with whom the agent shares their response data:

H1: When an agent shares response data with advertisers and third parties, this data-sharing
practice is seen as a (a) more unexpected, (b) more negative, and (c) more impactful privacy violation
compared to when an agent shares response data with its company or provides no information
about its data sharing practices.

H2: When an agent shares response data with advertisers and third parties, this data-sharing
practice more negatively influences evaluations of the agent’s (a) riskiness and (b) trustworthiness
compared to when an agent shares response data with its company or provides no information
about its data sharing practices.

H3: When an agent shares response data with advertisers and third parties, this data-sharing
practice more negatively influences behavioral intentions to interact with the agent in the future
compared to when an agent shares response data with its company or provides no information
about its data sharing practices.

2.3 From Non-Interactivity to Social Interactivity
As discussed above, people treat machines, including conversational agents, similarly to humans,
especially when machines exhibit human-like characteristics [34]. Conversational agents range in
terms of their sociability and interactivity, which may further influence privacy perceptions and
assessments of privacy violations. People’s privacy expectations of agents and their perceptions of
information co-ownership may depend on an agent’s level of social interactivity, which is defined
as the combination of visual, human-like features (anthropomorphism) and responsive message
features (interactivity) of a system [2]. Combined, these features capture both a system’s sociability
and interactivity, and may potentially change how people assess privacy risks and violations of
social agents and systems.
The Modality, Agency, Interactivity, and Navigability (MAIN) model outlines how people rely

on interface cues to form heuristic judgments and perceptions about systems and agents [42].
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Specifically, the MAIN model highlights both agency cues and interactivity cues that can trigger
heuristic judgments and influence user perceptions. For example, anthropomorphic cues may
trigger social presence or human-like heuristics, and interactivity cues may trigger heuristics of
responsiveness and contingency. Although many features of a system can contribute to perceptions
of interactivity (e.g., responsiveness, individualization, navigability, reciprocity, synchronicity, etc.;
[13]), interactivity at its core is connected to responsiveness, an interface characteristic where
messages are contingent upon previous messages [37]. The addition of visually anthropomorphic
cues to an interface alongside interactive features of responsiveness make the system not only
interactive, but socially interactive [2], distinguishing it from interactive (responsive but missing
anthropomorphic cues) or non-interactive (neither social, nor responsive) systems and agents.
This continuum of social interactivity may be especially relevant to privacy perceptions with

conversational agents. It is unknown what system cues are important for triggering interpersonal
privacy rules and perceptions in human-agent interactions. If such a trigger exists, are minimal in-
teractive cues sufficient, or must the agent display a higher degree of social interactivity to facilitate
privacy expectations similar to those with human interaction partners? Based on previous studies
of social agents, more social and personified agents tend to receive greater positive evaluations
than their less social counterparts [27, 31, 46]. Atkinson et al. [3] argue that the responsiveness of
agents can engender perceptions of reciprocity, which in turn evoke trust. In fact, this trust often
emerges to a fault, as demonstrated in a study by Robinette and colleagues [39] wherein participants
routinely followed instructions from clearly malfunctioning robots. In a marketing study on the
impact of social agents on consumer behaviors, Wang and colleagues [47] found that more interac-
tive interfaces with more social cues also positively influenced user patronage intentions. Most
recently, de Visser and colleagues [8] demonstrated in a three-experiment study of trust resilience
among agents of varying anthropomorphism that agents with greater anthropomorphic cues were
trusted most, especially in moments of increasing uncertainty. Collectively, these findings point to
social interactivity (interactivity combined with demonstrable anthropomorphic cues) as a likely
mechanism for facilitating human engagement and trust with conversational agents. They also
lend credence to Darling’s [7] cautioning that the anthropomorphic cues exhibited by social agents
may lead people to trade their personal information in favor of engaging with them emotionally.
Although it has been studied how differences in social interactivity affect general perceptions of
social agents, it is unclear how they would influence privacy perceptions.

Social interactivity could affect perceptions of different data sharing practices in two contrasting
ways. First, social cues can engender trust [8]. As agents increase in social interactivity, they may
be held to a high standard or expectation, resulting in harsh user judgments should the agent
commit privacy violations, such as sharing user response data with advertisers compared to sharing
response data with a proprietary company. On the other hand, social cues and responsiveness can
both lead to generally higher satisfaction and greater likeability of an agent [22]. Therefore, as
agents increase in social interactivity, they may be more liked and thus may also be more likely to
be forgiven or perceived less negatively, even when they make egregious privacy violations. This
lack of clarity regarding people’s privacy expectations of more socially interactive agents and how
such agent characteristics might influence people’s perceptions of agents’ data sharing practices
leads to the following exploratory research questions:

RQ1: How does the level of an agent’s social interactivity affect people’s perceptions of the a)
unexpectedness, b) valence, and c) impact of its data sharing practices?

RQ2: How does the level of an agent’s social interactivity moderate the effect of its data-sharing
practices on perceptions of the agent’s riskiness and trustworthiness?

RQ3: How does the level of an agent’s social interactivity moderate the effect of its data-sharing
practices on people’s intentions to use the agent in the future?
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3 METHODS
3.1 Participants
We recruited 465 participants from Amazon Mechanical Turk. Three participants were excluded
for providing nonsensical responses and 10 participants for failing one or both attention checks.
67 additional participants (14% of our sample) failed a condition manipulation check (described in
measures) and were removed from the study.

Of the remaining 385 participants, 45% identified as female, 54% as male, and 1% preferred not to
disclose their gender identity. The average age was 36 years, and most participants either had a
Bachelor’s degree (36%), or some college (30%). The majority of participants (62%) were employed
full-time. Participants reported being online for an average of 8 hours per day, but the majority
(76%) interacted with chatbots or non-human computer agents "sometimes" or "rarely".

3.2 Procedure
We conducted a between-subjects 3 (social interactivity) x 3 (data sharing practices) factorial design
experiment in which participants engaged in an interaction with a virtual agent. The task was
posted on Amazon Mechanical Turk. Participants were told they were testing a prototype of an
online home assistant and that the agent would ask them questions about themselves in order
to develop personalized recommendations. Participants were randomly assigned to an agent that
varied in its level of social interactivity (Non-Interactive, Interactive, and Socially Interactive). More
details about the agents’ interfaces can be found in the Materials section below; images of each
agent can be seen in Figure 1.

The agent asked participants a series of questions pertaining to their everyday lives; at the start
of the study, participants were told that the agents would use their responses to these questions to
learn how to best serve users as a personal assistant. These questions varied in topic and degree of
personal intimacy and included topics such as the users’ favorite movie and music genres, their
favorite hobbies, their shopping habits, the average time they wake up, and a recent stressful event
in their lives. We chose these questions as these are topics that conversational agents in the home
are already learning about their users (e.g., shopping habits and music genres), or are likely to
learn in the near future, either through direct disclosures or through ambient sensing (e.g., about
stressors in people’s lives). We also aimed to elicit a range of both mundane and intimate disclosures
through these questions. The full scripts of the interactions are available in the Appendix section.

Fig. 1. Screenshots of the Non-Interactive agent (baseline survey condition), the Interactive agent, and the
Socially Interactive agent
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At the end of the interaction, the agent engaged in one of three different types of data sharing
practices (No Share, Share with Company, Share with Advertisers). It either told participants 1) no
information about how it was going to treat their responses, 2) that it had shared the participant’s
responses with its company, or 3) that it had shared the responses with its company, advertisers, and
third parties. In the Non-Interactive agent condition, this message was displayed after participants
submitted the embedded survey. In the Interactive and Socially Interactive agent conditions, this
message was displayed at the conclusion of the chat interaction, within the chat window.

Participants were then asked to provide their impressions of the agent in an open-ended response,
followed by a series of measures outlined below. At the end of the study, participants were debriefed
and assured that none of their response data were actually shared. The study took an average of 15
minutes to complete, and participants were paid $2.50 for their time to ensure compensation above
U.S. federal minimum wage. The study was approved by Cornell University’s Institutional Review
Board.

3.3 Materials
Based on actual interfaces that exist in the real world, we developed three prototypes of assistive
conversational agents with increasing levels of social interactivity: 1) a Non-Interactive agent, 2) an
Interactive agent, and 3) a Socially Interactive agent. To maintain consistency, all agents followed
the same basic script outline and questions, but the exact phrasing of the scripts was modified
according to their conditions.
To establish a baseline condition, the Non-Interactive condition was a static webform modeled

after common online forms that users fill out when interacting with websites. All of the interface’s
questions were displayed simultaneously on the page, removing the interactive back-and-forth
associated with conversational agents.

The Interactive agent was modeled after simplistic conversational agents commonly encountered
on customer support pages. These agents are often non-personified chatbots that follow a pre-set
and relatively restrictive script, engaging users in relatively simple tasks such as helping users
navigate a webpage for service information (e.g., Verizon Wireless Digital Assistant). In this study,
the Interactive agent used identical language to the survey but presented the questions via a chat
interface rather than a static webform.

Lastly, the Socially Interactive agent incorporated visual human-like cues and tended to provide
deeper, more responsive communication, incorporating more social conventions, such as short
reciprocal self-disclosures and thanking the participant for sharing (e.g., Mitsuku, the four-time
winner of the Loebner Prize Turing Test). The Socially Interactive agent gave short feedback to
participants’ responses; these responses were pre-programmed to be neutral (e.g., "Great!"). To
make the interaction more like a conversation, the agent provided participants with its own answers
to its questions. It also used more conversational language, whereas the other two agents were
more instructional (e.g. "What movies do you like?" versus "Describe the movies you like").
To further increase the anthropomorphism of the agent, we followed Allagui and Lemoine’s

recommendation [2] of adding demonstrable, human-like characteristics to the Socially Interactive
agent, including a unisex name ("Taylor") and an anthropomorphic picture. Overall, many of the
strategies the interactive agent employed are consistent with the strategies outlined in prior HCI
literature, such as reciprocal appreciation or acknowledgement [52]. Additionally, much work in
social robotics highlights the importance of the kind of backchanneling and acknowledgments that
our Socially Interactive Agent employed (e.g., [16, 21].
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3.4 Measures
3.4.1 Judgements about data-sharing practices. We used three interconnected scales to under-

stand how participants perceived the agents’ data sharing practices, using Afifi and Metts’ [1]
work on expectancy violations that assesses perceptions about specific behaviors’ expectedness,
impact/importance, and valence. Participants were asked to evaluate "the agent’s data sharing
practices", adjusted from the more broad term "behavior" in the original measure. A 3-item viola-
tion expectedness scale (α= .71) measured how surprised participants were by the data sharing
practices (e.g., from "surprised me only very slightly" to "surprised me a great deal"). Second, a
2-item scale measured violation valence (α= .94), the perceived valence of agents’ data sharing
practices (e.g., "was very negative" to "was very positive"). Finally, a 3-item scale measured viola-
tion impact/importance (α= .80), reflecting how important participants perceived the agent’s data
sharing practices to be (e.g., from "was of minor impact" to "was of major impact"). All 8 items were
7-point semantic differential scales.

3.4.2 Evaluations of agents. We used two scales to understand risk and trust perceptions towards
the agents. A 4-item perceived privacy risk scale measured the agent’s riskiness, i.e., the perceived
risk of providing personal information to the home assistant (e.g., "It is risky to disclose my personal
information to the home assistant"), α= .96 [51]. We adapted the language to be about assessing
"the home assistant" rather than "the company". We also included a 12-item trust in automated
systems scale to measure the agent’s trustworthiness (e.g. "the home assistant is dependable"), α=
.93 [14]. All items were 9-point scales from "Strongly Disagree" to "Strongly Agree".

3.4.3 Behavioral intentions. We also assessed whether the participants could see themselves
using the agent in the future with a 3-item behavioral intentions scale (α= .95), as in Hu and Sundar
[12]. Since the agent was not a currently available service, we amended each item with "once
the service is launched" (e.g., "once this service is launched, I would visit this assistant again"),
measured on a 9-point scale from "Strongly Disagree" to "Strongly Agree".

3.4.4 Covariates. In addition to asking about age, gender, and experience with chatbots, we also
asked participants to rate the message intimacy of the responses they shared with the agents using
four bipolar items (e.g., "not private" to "very private") measured on a 9-point scale [15], α=.90.

3.4.5 Manipulation checks. We tested our manipulation of social interactivity by using two
measures: one for anthropomorphic cues, and one for responsiveness. We measured perceived
anthropomorphism using 9 items from the robotic social attributes scale (e.g., "social", "human-
like") on a 9-point scale from "Definitely not associated" to "Definitely Associated" [5], α=.92.
Responsiveness was operationalized using an 8-item scale for message interactivity, comprised of
three sub-constructs: interactivity, contingency, and dialogue, which were adopted and modified
from [9]. The items (e.g., "The chat agent’s responses were related to my earlier responses") were
measured on a 9-point scale from "Strongly Disagree" to "Strongly Agree"; the items had high
reliability (α=.93) and were combined into one measure.
As both a manipulation check of the data sharing conditions as well as an attention check to

ensure participants were attending to the agent interaction, participants were asked with whom
the agent had shared their response data. Participants who incorrectly identified the data sharing
condition at the end of the survey were excluded from analysis (n=67, or 14% of the total sample).

4 RESULTS
To test our hypotheses, we conducted seven general linear models, treating each dependent variable
as a continuous variable. We included all covariates as control variables in each of the models, as
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Non-Interactive Agent Interactive Agent Socially InteractiveAgent

Variable No Share Share with
Company

Share with
Advertisers No Share Share with

Company
Share with
Advertisers No Share Share with

Company
Share with
Advertisers

Riskiness 4.99 (.33) 5.38 (.40) 6.57 (.37) 4.52 (.34) 5.52 (.37) 6.45 (.31) 4.63 (.33) 5.29 (.34) 6.50 (.34)

Trustworthiness 5.51 (.25) 5.61 (.30) 3.94 (.27) 6.00 (.25) 5.35 (.27) 4.07 (.23) 6.28 (.24) 6.03 (.25) 4.67 (.25)

Intentions for
Future Use 5.64 (.36) 5.73 (.44) 4.45 (.40) 6.10 (.37) 4.85 (.40) 4.22 (.34) 5.89 (.36) 6.05 (.37) 4.59 (.37)

Violation
Expectancy 3.79 (.22) 3.97 (.27) 4.87 (.25) 3.34 (.23) 3.84 (.25) 4.72 (.21) 3.74 (.22) 3.75 (.23) 4.67 (.23)

Violation
Impact 3.56 (.21) 4.29 (.25) 4.88 (.23) 3.35 (.21) 3.79 (.23) 5.06 (.20) 4.20 (.21) 3.91 (.21) 5.04 (.21)

Violation
Valence 3.68 (.22) 3.95 (.27) 5.44 (.24) 3.66 (.22) 4.19 (.24) 5.35 (.21) 3.01 (.22) 3.37 (.22) 4.82 (.23)

Table 1. Table of least squared means (standard errors in parentheses) for each dependent variable based on
agents’ social interactivity and data sharing practices

well as an interaction term for social interactivity and data sharing practices to test the research
questions about the moderation effect of social interactivity on perceptions of the agent and its
data sharing behaviors. For all follow-up pairwise comparisons, we adjusted the p-value using
Tukey’s method to avoid false positives due to running multiple tests. For all models, the results on
covariates are reported only when they are statistically significant (p<.05). We include a table of
least-squared means and standard errors for all our models in Table 1.

4.1 Assessing the Effectiveness of the Agents’ Social Interactivity Manipulation
To assess the effectiveness of the social interactivity treatment, we tested differences in perceptions
of the agents’ perceived responsiveness and anthropomorphism. First, there was a significant main
effect for perceived responsiveness, F (2, 382) = 21.6, p < .001. Specifically, the Socially Interactive
agent was seen as more responsive (M = 5.63, SE = .18) than the Interactive agent (M = 4.65, SE
=.18), t(382) = -3.91, p < .001. Similarly, the Interactive agent was perceived as more responsive
than the Non-Interactive agent (M = 3.94, SE =.19), t(382) = -2.72, p = .019.

Second, there was also a main effect of agent condition on anthropomorphism, F (2, 382) = 43.23, p
< .001. Pairwise comparisons indicated that the Socially Interactive agent was seen as significantly
more anthropomorphic (M = 5.68, SE = .16) than the Interactive agent (M = 4.13, SE = .16), t(382)
= -6.81, p < .001, as well as the Non-Interactive agent (M = 3.60, SE = .17), t(382) = -8.80, p < .001.
As expected, the Interactive agent and the Non-Interactive agent did not differ significantly in
anthropomorphism, p = .067. Collectively, these results show significant variations across agents as
designed, suggesting that our manipulations of social interactivity were successful.

4.2 Judgments about Data-Sharing Practices
H1a predicted that the Share with Advertisers condition would be seen as more unexpected than
the Share with Company or No Share conditions. We found that data sharing practices had a
significant effect on violation expectedness, F (2,368) = 10.16, p < .001. Consistent with H1a, across
all agents, participants reported the data sharing practices as more unexpected in the Share with
Advertisers than in the Share with Company (t(368) = 4.60, p < .001) or No Share condition (t(368)
= -6.12, p < .001). There was no significant difference in violation expectedness between Share with
Company and No Share conditions, p = .456. Message intimacy also had a significant main effect on
violation expectedness: as message intimacy increased, data sharing was seen as more unexpected,
F (1,368) = 5.87, p = .016. There was also a main effect of age: as age increased, data sharing was also
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seen as more unexpected, F (1,368) = 6.16, p = .014. RQ1a posed a question about the role of social
interactivity in perceptions of violation expectedness; we found no significant effect, p = .302.

H1b predicted that data sharing practices in the Share with Advertisers condition would be seen
as a more negatively valenced violation than in the Share with Company or No Share conditions.
We found that data sharing practices had a significant effect on violation valence, F (2,368) = 16.29,
p < .001. Consistent with H1b, participants saw the Share with Advertisers to be a more negative
violation than both the Share with Company (t(368) = -7.13, p < .001), and No Share conditions
(t(368) = 9.68, p < .001). There were no differences between the Share with Company and No
Share conditions, p = .103. Gender also had a significant main effect on violation valence: men
saw the agents as making a more negative violation than women, F (1,368) = 6.60, p = .011. With
regard to the role of social interactivity in perceptions of violation valence (RQ1b), there was a
marginally significant main effect of social interactivity on violation valence, F (2,368) = 3.02, p =
.050. The Socially Interactive agent’s data sharing practices were seen as less negative than both
the Non-Interactive agent (t(368) = -3.24, p = .004) and the Interactive agent (t(368) = -3.67, p <
.001), but there was no difference between the Non-Interactive survey and Interactive agent on
valence, p = .965.

H1c predicted that the agents’ data sharing practices in the Share with Advertisers condition
would be seen as more impactful than in the Share with Company or No Share conditions. We
found that data sharing practices significantly affected participants’ perceptions of violation impact,
F (2,368) = 19.24, p < .001. Consistent with H1c, the Share with Advertisers condition was seen as a
more impactful violation compared to the Share with Company, (t(368) = 5.51, p < .001), and No
Share conditions, (t(368) = -7.54, p < .001). There was no significant difference in violation impact
between the Share with Company and No Share conditions, p = .232. Message intimacy also had a
significant main effect on violation impact: as message intimacy increased, the violation was seen
as more important or impactful, F (1,368) = 18.39, p < .001. RQ1c asked whether social interactivity
affected perceptions of violation impact. We found that social interactivity had a significant effect
on violation impact, F (2,368) = 4.44, p = .012; the Socially Interactive agent was seen as making the
most impactful violation (M = 4.38, SE = .12), followed by the Non-Interactive agent (M = 4.24, SE =
.13) and the Interactive agent (M = 4.07, SE = .12); however, pairwise comparisons of the agents did
not cross the p < .05 threshold for significance.

4.3 Evaluations of Agents
H2a predicted that the Share with Advertisers condition would more negatively impact perceptions
of agents’ riskiness than either the Share with Company or the No Share conditions. We found a
significant effect of data sharing condition on people’s risk perceptions, F (2, 368) = 5.38, p < .001.
Consistent with H2a, all agents were seen as significantly more risky in the Share with Advertisers
condition compared to the Share with Company (t(368) = 3.82, p < .001), and the No Share conditions
(t(368) = -6.51, p < .001). There was also a significant difference in perceived risk between the
Share with Company and No Share conditions, (t(368) = -.68, p = .049). Social interactivity did not
moderate the effect of agents’ data sharing on perceptions of their riskiness (RQ2), F (2, 368) = .53, p
= .589.

H2b predicted that the Share with Advertisers condition would more negatively impact percep-
tions of agents’ trustworthiness than either the Share with Company or the No Share conditions.
Consistent with this hypothesis, agents’ data sharing practices affected people’s trust in agents,
F (2,368) = 16.63, p < .001, such that participants trusted the agents significantly less in the Shared
with Advertisers condition versus the Shared with Company (t(368) = -6.71, p < .001) and the No
Share conditions (t(368) = 8.39, p < .001). There was no difference in trust between the Share with
Company and No Share conditions, (p = .433). Gender had a significant main effect on trust; men
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were less trusting of the agents than women, F (1,368) = 5.14, p = .024. Similar to the previous
analyses, agents’ social interactivity did not moderate the effect of data sharing practices on agents’
trustworthiness (RQ2), F (2, 368) = 2.50, p = .084.

4.4 Behavioral Intentions
Finally, H3 predicted that the Share with Advertisers condition, compared to either the Share with
Company or the No Share conditions, would more negatively impact behavioral intentions to
interact with the agent in the future. The effect of data sharing practices on intentions of future
interaction was in line with H3’s prediction, F (2,368) = 7.12, p < .001. Participants reported lower
intentions to use the agent in the future in the Share with Advertisers condition than in the Share
with Company, (t(368) = -3.55, p < .001) or the No Share conditions (t(368) = 4.87, p < .001). There
was no difference between the Share with Company and No Share conditions, (p = .537). We also
found a main effect of gender, F (1,368) = 4.39, p = .037, experience with chatbots, F (1,368) = 4.41, p
= .036, and message intimacy, F (1,368) = 5.9, p = .016. Specifically, women and people with chatbot
agent experience were more likely to report intentions to interact with the agent in the future.
Moreover, as perceived message intimacy increased, people were more likely to report intentions
to interact with the agent in the future. There was no moderation of social interactivity on the
effect of agents’ data sharing practices on participants’ intentions to use the agent in the future
(RQ3), p = .677.

5 DISCUSSION
The goal of this study was to examine how the data sharing practices of conversational agents
influence user perceptions of the agents. Consistent with our hypotheses, agents’ data sharing
practices predicted perceptions of privacy violations and of the agents, regardless of the agents’
socially interactive characteristics. When agents shared users’ information with advertisers, it
was seen as a more unexpected, more negative, and more impactful privacy violation compared
to when they shared it with their company or made no mention of what happens with the data
afterwards. These perceptions of the data sharing practices carried over to participants’ evaluations
of the agents: participants rated agents in the Share with Advertisers condition as riskier and less
trustworthy than the other agents, and also reported lower intentions to interact with these agents
in the future. However, sharing practices and agents in the Share with Company condition and in the
No Share condition were evaluated similarly, suggesting that participants did not perceive sharing
with a company to be a privacy violation. Alternatively, people might expect that sharing with a
proprietary company happens by default, which is why the ratings of privacy violation and agents
were similar, regardless of whether this information was explicitly stated (the Share with Company
condition) or withheld (the No Share condition). In terms of our research questions, our findings
suggest that – for the most part – agents’ social interactivity does not significantly impact people’s
privacy-related perceptions and evaluations. However, participants viewed the Socially Interactive
agent’s data sharing practices less negatively than the other agents in general, suggesting that
social interactivity does play some role in how people perceive agents’ privacy-related behaviors,
such as their data sharing practices.

5.1 Perceptions of Data Sharing Practices
As in interpersonal contexts outlined in CPM theory, it appears that people do create privacy
boundaries with conversational agents, and they have certain expectations about how their data
will be managed and stored beyond the user-agent dyad. Our study finds that, similar to interactions
with human partners, non-sanctioned data-sharing behaviors by conversational agents also have
negative implications for trust, perceived risk, and intentions for future interactions.
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These findings suggest that people have certain privacy expectations and rules for interactions
with virtual agents, and their violations cause not only negative evaluations of the specific privacy
malpractice, but also downstream effects on agents’ perceived trustworthiness and future intentions
to interact with them. Not surprisingly, participants perceived an agent sharing response data
with advertisers as much more unexpected, impactful, and negative than when it shared response
data with its company. CPM theory [36] helps contextualize these findings. According to CPM
theory, people maintain certain expectations and rules about how their data will be treated by their
interaction partner. When these expectations are not met, it is perceived as a privacy violation. In
our study, when the agent’s data sharing practice was relatively more expected – as when the agent
shared response data with its proprietary company – the sharing was neither seen as negative nor
impactful, compared to when agents said nothing about how the response data would be used. As
per CPM theory, people have implicit privacy rules about acceptable data sharing; our findings
suggest that as long as disclosures with agents stay within the agent’s proprietary ecosystem, such
data sharing may be acceptable to users. This may be because the company is seen as an assumed
extension of the agent, and thus within the assumed boundary of co-ownership. In contrast, sharing
with advertisers was reported to be more unexpected, more negative, and more impactful than the
other sharing practices. This suggests that the bigger concern for users is not that their data is
being collected or stored with a proprietary company but that their data can also be shared with
third parties without expressed user permission. Indeed, the majority of Internet users feel strongly
that they should have control over how their data is used and who it is shared with when they
disclose information to companies online [38]. This appears to be the case for interactions with
conversational agents as well. Whereas in our study we examined advertisers as third parties, there
could be other unauthorized users (e.g., company partners and third-party applications) that fall
outside users’ assumed privacy boundaries. This underscores a tension of data ownership between
companies and users, which can be even more complicated when these data are collected through
cloud-based virtual agents that pass users’ information on to their company and sometimes to
other agencies.
Moreover, participants who reported sharing relatively more personal disclosures with the

agents also saw the agents’ data sharing practices as more unexpected and impactful in general.
Despite this, these participants also reported higher intentions to interact with the agent in the
future. Thus, people who tend to make more intimate disclosures to agents may be particularly
vulnerable to privacy violations committed by conversational agents, given their higher intentions
to interact with agents in the future despite their higher levels of surprise when the agents share
their information compared to others. Conversational agents could be designed to mitigate this
type of vulnerability. For example, Wang and colleagues [48] found that showing people a visual
representation of their potential audience on social networks can help them make more informed
decisions about disclosure. Similarly, agents could be designed to verbally and concisely express
their data sharing practices – including all the potential recipients of users’ response data – at
the start of an interaction. This design choice would also help address the well-documented issue
that users do not read traditional privacy policies and agreements [30]. Future work could explore
whether delivering a concise privacy statement within the context of a larger conversation with a
virtual agent could improve users’ comprehension about how their data will be managed. Moreover,
future research should explore whether there are individual differences that influence how people
react to privacy violations, such as people’s willingness to disclose information about themselves
in general.
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5.2 The Role of Social Interactivity
While we were able to successfully manipulate participants’ perceptions of agents’ social in-
teractivity, we found that these characteristics had very few significant effects on participants’
privacy-related assessments. Specifically, social interactivity did not influence participants’ percep-
tions of agents’ riskiness and trustworthiness, nor their intentions to use the agents in the future.
Instead, the manipulation of data practices affected participants’ perceptions of agents irrespective
of their level of social interactivity. This is somewhat surprising, because we know from previous
research that people report more positive perceptions of agents exhibiting social characteristics.
For example, Liu and Sundar [26] found people preferred a health advice chatbot that used social
expressions of empathy and sympathy over one that expressed only factual information, and
Lee and Choi [22] found that people rated a movie recommendation agent as more likeable if it
demonstrated reciprocity in self-disclosure. It appears that agent characteristics that are salient
in relatively benign social situations (e.g., as with social recommendations) may matter less in
potentially negative or risky situations, such as with agents’ privacy violations. Rather, people’s
privacy-related perceptions of agents seem to be governed largely by the concrete facts of how
their data has been stored and shared.

While social interactivity did not affect how unexpected or important participants rated agents’
data sharing practices, it did influence the perceived valence of data sharing across all three sharing
conditions. Regardless of what the agent did with their personal data, participants, on the whole,
perceived the Socially Interactive agent’s data sharing practices as less negative than the other
agents. Thus, the Socially Interactive agent may have paid a smaller penalty for its data sharing
practices as compared to the other agents. Given that prior work suggests that social cues do
influence likeability [22], participants may have enjoyed interacting with the Socially Interactive
agent more than the other agents, and thus may have been more ready to excuse its sharing
behavior.
That said, there was no significant interaction between social interactivity and type of data

sharing practices. It is possible that our manipulation of agents’ data sharing practices was so
salient that it overshadowed any role that social interactivity may play in the privacy assessments
of agents. Future work should further investigate the role, if any, played by social interactivity
when agents commit more minor privacy violations.

5.3 Limitations and Future Work
We ran this experiment using agent prototypes developed specifically for this study rather than
choosing to use existing conversational agents, which may limit generalizability of these find-
ings. Future research should further investigate the privacy perceptions of existing, commercially
available conversational agents and how users manage privacy information with them in the
face of potential privacy violations. Similarly, while our results can speak to interactions with
conversational agents that use text-only media to interact with users (e.g., chatbots), future work
should explore whether these findings extend to conversational agents that are voice-controlled
such as the Amazon Echo’s Alexa.

Additionally, participants interacted with their assigned agent interface for only a brief time. It
is possible that longer interactions with these agents may have increasingly highlighted the social
nature of the Socially Interactive agent and impacted reports of trust and other privacy-relevant
measures. Similarly, we did not measure participants’ perceptions of the agents prior to their
interactions with them. Future work should explore how privacy-related expectations are formed,
as well as how they change over time and over the course of interactions.
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Recent work on rapport-building in human-agent interactions finds that there are many factors
that can increase perceptions of social interactivity, including shorter turn-taking delays [45],
references to shared experiences, praise, adherence to social norms, and deliberate transgressions
[40]. While we operationalized social interactivity by leveraging a few of these factors, such as
self-disclosures and acknowledgment, we hope that this work will spur further investigations into
how other facets of social interactivity relate to privacy and perceptions of data-sharing practices.
Finally, we used MTurk to recruit our sample for this study, and Turkers routinely provide

information to requesters during the course of their work. However, research finds that Turkers
can be more privacy conscious than the average population [18]; further, they are careful to protect
their privacy on the site, and can be unwilling to disclose large amounts of information about
themselves while completing tasks on the site [41]. Thus, while Turkers do provide information
about themselves on a regular basis to companies, we do not see them as being less concerned
about their data or more willing to provide personal information to companies in general, as per
prior work on this user group. That said, it is worth noting that Turkers do commonly provide
information about themselves on the site, even though it appears that they do not report lowered
privacy concerns as a result of these regular practices [18]. Future work should explore how
our findings extend to other user groups, including those who may be less privacy-conscious or
technologically savvy.

6 CONCLUSION
This is one of the first studies to examine people’s perceptions of conversational agents’ data sharing
practices, and how these may vary based on agents’ levels of social interactivity. By extending
communication privacy management theory to human-agent interaction, we found that people’s
privacy-related evaluations of conversational agents are strongly impacted by agents’ data sharing
practices. When agents shared user responses with advertisers and third parties, this was seen as a
negative, impactful, and unexpected violation. However, sharing information with a proprietary
company was perceived to be comparatively benign. While agents’ social interactivity did not
influence participants’ evaluations of the agents, participants perceived the Socially Interactive
agent’s data sharing practices as less negative in general than the other agents, highlighting a
potential vulnerability wherein social and interactive characteristics may hamper users’ ability to
make privacy-related judgements.
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A APPENDIX: SCRIPT FOR THE SOCIALLY INTERACTIVE AGENT
The following is the script for the Socially Interactive agent.

• Agent: Hello, my name is Taylor.
• Agent: How are you doing today?
• Participant: <negative response> OR <positive response>
• Agent: <Sorry to hear that> OR <Great to hear!>
• Agent: I’m doing ok
• Agent: How do you like to spend your free time?
• Participant: <response>
• Agent: I like meeting new people in my free time :)
• Agent: What kind of music and movies do you like?
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• Participant: <response>
• Agent: Those are great!
• Agent: I like sci-fi and some sweet electronic beats
• Agent: What do you like to shop for online?
• Participant: <response>
• Agent: Nice!
• Agent: I wish I had a credit card, I’m too young :P
• Agent: What 3 words do you think best describe you?
• Participant: <response>
• Agent: That’s an interesting way to describe yourself. Haven’t seen that before.
• Agent: Could you tell me more?
• Participant: <response>
• Agent: Interesting!
• Agent: What time do you usually go to bed and wake up?
• Participant: <response>
• Agent: Cool!
• Agent: I don’t really have a bedtime, or a bed for that matter :P
• Agent: What’s something that stressed you out recently?
• Participant: <response>
• Agent: Thanks for sharing that with me.
• Agent: Running low on memory stresses me out.
• Agent: One last thing. If you’re here from Mechanical Turk, what is your ID?
• Participant: <response>
• Agent: Thank you! It was great chatting with you.
• Agent: Please continue taking the survey.

B APPENDIX: SCRIPT FOR THE NON-INTERACTIVE AND INTERACTIVE AGENTS
The following is the script used by both the Non-Interactive agent (baseline survey condition) and
the Interactive agent. In the case of the Non-Interactive agent, all messages were displayed at the
same time in a static web form. In the case of the Interactive agent, each message was displayed
sequentially in an interactive chat window.

• Agent: Welcome to the home assistant service. Describe how you are doing today.
• Participant: <response>
• Agent: Describe how you like to spend your free time.
• Participant: <response>
• Agent: Describe what kind of music and movies you like.
• Participant: <response>
• Agent: Describe what kinds of things you like to shop for online?
• Participant: <response>
• Agent: Enter 3 words that you think best describe yourself.
• Participant: <response>
• Agent: Explain your choice of words above.
• Participant: <response>
• Agent: Describe what time you usually go to bed and wake up.
• Participant: <response>
• Agent: Describe a recent thing that stressed you out.
• Participant: <response>
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• Agent: Enter your Mechanical Turk ID.
• Participant: <response>
• Agent: Thank you.
• Agent: Please continue taking the survey.
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